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We consider two models with disorder-dominated critical points and study the distribution of clusters that
are confined in strips and touch one or both boundaries. For the classical random bond Potts model in the
large-q limit, we study optimal Fortuin-Kasteleyn clusters using a combinatorial optimization algorithm. For
the random transverse-field Ising chain, clusters are defined and calculated through the strong-disorder renor-
malization group method. The numerically calculated density profiles close to the boundaries are shown to
follow scaling predictions. For the random bond Potts model, we have obtained accurate numerical estimates
for the critical exponents and demonstrated that the density profiles are well described by conformal formulas.
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I. INTRODUCTION

A. Clusters in critical models

In a critical system, the correlation length is divergent and
domains of correlated sites appear in all length scales. These
correlated domains are most easily visualized for percolation
�1�, in which they are the connected clusters. In discrete spin
models, such as the Ising and Potts models, domains of cor-
related spins can be identified in different ways. One possi-
bility is to use geometrical clusters �2� �also called Ising or
Potts clusters�, which are domains of parallel spins. In two
dimensions �2D� geometrical clusters percolate throughout
the sample at the critical temperature and their fractal dimen-
sion can be obtained through conformal invariance �3�. This
fractal dimension is generally different from the fractal di-
mension of Fortuin-Kasteleyn �FK� clusters �4�, which are
represented by graphs of the high-temperature expansion.
From a geometrical cluster, the FK cluster is obtained by
removing bonds with a probability 1− p=e−Kc, Kc being the
critical value of the coupling. The fractal dimension of a FK
cluster is directly related to the scaling dimension of the
magnetization.

In a finite geometry, such as inside strips or squares, one
is interested in the spanning probability and different cross-
ing problems of the critical clusters. For 2D percolation
many exact and numerical results have been obtained in this
field �5–13�. Another interesting problem is the density of
clusters in restricted geometries �14�, which is defined by the
fraction of samples for which a given point belongs to a
cluster with some prescribed property, such as touching the
edges of infinite and half-infinite strips, squares, etc. This
latter problem is analogous to the calculation of order param-
eter profiles in restricted geometries, which has been inten-
sively studied through conformal invariance and numerical
methods �15–29�.

B. Density of critical percolation clusters in strips

Very recently the density of critical percolation clusters
has been studied in different 2D restricted geometries and

presumably exact expressions are obtained through confor-
mal invariance �14�. Here we recapitulate some of these re-
sults, which are valid for an infinite strip of width L�1 in
the continuum limit, when the position of a point measured
perpendicular to the strip is l�1 and the scaling variable is
y= l /L=O�1�. Three different types of densities are calcu-
lated.

Crossing clusters touch both boundaries of the strip and
their density is given by

�b�y� � �sin �y�−xb��cos
�y

2
�xs

+ �sin
�y

2
�xs

− 1� , �1�

in which xb=5 /48 and xs=1 /3 are the scaling dimensions of
the order parameter �magnetization� and that of the surface
order parameter �1�, respectively.

If the clusters touch one boundary of the strip, say at y
= l /L→0, irrespective of the other, their density is given by

�0�y� � �sin �y�−xb�cos
�y

2
�xs

. �2�

This density is analogous to the order parameter profile in
the system with fixed-free boundary conditions �19,20�.

Finally, we consider clusters that are touching the bound-
ary either at l=1 or at l=L or both, and their density is given
by

�e�y� � �sin �y�−xb, �3�

which is analogous to the order parameter profile with par-
allel fixed spin boundary conditions �15�. Note that we have
the relation �b�y�=�0�y�+�1�y�−�e�y�, with �1�y�=�0�1−y�.

The results in Eqs. �1�–�3� are derived for percolation;
however, it is expected that they also hold for the densities of
FK clusters in 2D conformally invariant systems. Here we
refer to the analogous expressions for order parameter pro-
files, in which case both Eqs. �2� and �3� follow from con-
formal considerations; thus these are valid for conformally
invariant models. On the other hand, the third density �b�y�
can be expressed using the two previous ones.

PHYSICAL REVIEW E 78, 061109 �2008�

1539-3755/2008/78�6�/061109�9� ©2008 The American Physical Society061109-1

http://dx.doi.org/10.1103/PhysRevE.78.061109


C. Clusters in disordered systems

1. Isotropic models

Correlated clusters are defined also in disordered models,
in which the physical observables �magnetization profile,
cluster density, etc.� are averaged over quenched disorder,
too. In isotropic random systems conformal symmetry is ex-
pected to hold at the critical point so that average operator
profiles and average cluster densities are expected to be in-
variant under conformal transformations. Among disordered
systems an interesting class is represented by such models in
which the transition in the pure version is of first order, but in
the disordered version the transition softens to second order
�30�. This type of random fixed point can be found, among
others, in the two-dimensional random bond Potts model
�RBPM� for q�4, q being the number of states �31,32�.

2. Anisotropic models

If the distribution of the disorder is not isotropic, e.g., it
has a layered structure, then the scaling behavior of the dis-
ordered system is often anisotropic, too, which is manifested
in the fact that the critical clusters have an elongated shape.
This means that the characteristic sizes of the clusters paral-
lel, �	, and perpendicular, ��, to the layers are generally re-
lated as �	 
��

z , with an anisotropy exponent z�1. These
essentially anisotropic models are not conformally invariant.
A well-known example in this class is the McCoy-Wu model
�33�, which is a two-dimensional Ising model with layered
disorder. Study of this system, as well as its one-dimensional
quantum version, the random transverse-field Ising chain
�RTFIC�, has shown �34� that the critical behavior is con-
trolled by a so-called infinite-disorder fixed point �IDFP�, in
which scaling is strongly anisotropic �35�. The characteristic
lengths are related as ln �	 
��

2 so that the anisotropy expo-
nent is formally infinite. The same IDFP is found to control
the critical behavior of the randomly layered q-state Potts
model �36�, as well as, for strong enough layered disorder,
the critical behavior of percolation �37� and directed perco-
lation �38�. Operator profiles in the RTFIC have been studied
numerically �23� and the data obtained could be well fitted
by curves which are obtained by analogy to the conformal
results.

D. Aim of the paper

In this paper we study the density of critical clusters in
two problems in which the critical properties are dominated
by strong-disorder effects. The first model is the two-
dimensional RBPM in the large-q limit. In this model for a
given realization of disorder the high-temperature series ex-
pansion is dominated by a single graph �39�, the so-called
optimal diagram, which is calculated for each finite sample
by a combinatorial optimization algorithm �40�. Clusters in
the optimal diagram are isotropic, and the density of clusters
is obtained through averaging over disorder realizations. The
second model we consider is the RTFIC, i.e., a random quan-
tum model which is related to the classical McCoy-Wu
model, in which the Fortuin-Kasteleyn clusters are strongly
anisotropic. In the RTFIC, clusters of correlated spins can be

defined and calculated by the so-called strong-disorder renor-
malization group �SDRG� method �35�. During renormaliza-
tion the system is transformed into a set of effective spin
clusters and, for a finite system with a given realization of
the disorder, one obtains the final cluster, which contains
mostly correlated sites. The fractal dimension of the final
cluster at the critical point is directly related to the scaling
dimension of the magnetization of the RTFIC. Here we cal-
culate the density of these final clusters, which are confined
in a �one-dimensional� strip.

The two models we study in this paper are expected to be
closely related, as far as their critical properties are con-
cerned. Based on numerical and analytical studies �41,42�,
the scaling dimension of the magnetization, xb, and that of
the surface magnetization, xs, are conjectured to be the same
for both systems and given by �34�

xb =
3 − �5

4
, xs =

1

2
. �4�

In this paper we calculate the critical densities of both mod-
els and compare them with the conformal results in Eqs.
�1�–�3�.

The structure of the paper is the following. Section II is
devoted to the RBPM. Here we define the model, outline the
calculation of the optimal diagram, and then analyze the sta-
tistics of the distribution of the clusters. The numerically
calculated densities are then compared with the conformal
formulas. In Sec. III we define the RTFIC, recapitulate the
essence of the SDRG method, and then numerically calculate
final clusters at the critical point. The numerically calculated
densities are compared with analytical formulas in this case,
too. The paper is closed with a discussion.

II. CLUSTERS IN THE OPTIMAL DIAGRAM OF THE
RBPM

A. Model

The q-state Potts model �43� is defined by the Hamil-
tonian

H = − �

i,j�

Jij���i,� j� �5�

in terms of the Potts-spin variables �i=0,1 , . . . ,q−1 at site i.
The summation runs over all edges of a lattice 
i , j��E, and
in our study the couplings Jij �0 are independent and iden-
tically distributed random numbers. To write the partition
sum of the system it is convenient to use the random cluster
representation �4�:

Z = �
G�E

qc�G� �
ij�G

�q	Jij − 1� , �6�

where 	=1 / �kBT ln q�, the sum runs over all subsets of
bonds, G�E, and c�G� stands for the number of connected
components of G. In the following we restrict ourselves to
the square lattice, in which case the phase transition in the
nonrandom model is of second order �first order� for q
4
�q�4� �44�, but for random couplings the phase transition
softens to second order for any value of q �45,46�. For con-
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ceptual simplicity we consider the large-q limit, where q	Jij

�1, and the partition function can be written as

Z = �
G�E

q��G�, ��G� = c�G� + 	 �
ij�G

Jij , �7�

which is dominated by the largest term, �*=maxG��G�.
Consequently at a given temperature disorder fluctuations
play a dominant role over thermal fluctuations. The optimal
diagram of the RBPM is analogous to the diagram of con-
nected bonds in percolation theory. For example, at the criti-
cal point there is a giant cluster in the optimal diagram, the
fractal dimension of which, df, is related to the scaling di-
mension of the �average� magnetization as d=df +xb, where
d=2 is the dimension of the system. One can also study other
questions, such as distribution of the mass of the connected
clusters, spanning probability, surface scaling exponent, etc.
Here we are going to investigate the density of clusters in
strip geometry.

During our study we use a bimodal form of the disorder,
when the reduced couplings Kij =	Jij take two values, K1
=K−� and K2=K+�, with equal probability. Generally we
study the critical point of the system that is located �47� at
K=Kc=1 /2, independently of the value of 0
�
1 /2. Note
that the pure system is obtained for �=0, whereas for �
=1 /2, when just the strong bonds are present in the system,
we have the traditional percolation problem. The evaluation
of the optimal diagram with decreasing values of � is shown
in Fig. 1. Here one can see that with decreasing � the clus-
ters become more compact. To characterize this effect we
define a length scale, the so called breaking-up length lb: in a
finite system of linear size L
 lb the optimal diagram is typi-
cally homogeneous �either empty or fully connected� and for

L� lb it contains both empty and connected parts. If we want
to determine lb, we fix the size of the system, L, and for a
given distribution of the bonds decrease � until �b, where
the optimal set becomes fully connected. Repeating this cal-
culation for several realizations of the disorder, we obtain an
average value �b, for which the breaking-up length is just
L= lb. lb is a rapidly increasing function of 1 /�; for small �
it behaves as �42�

lb � l0 exp�A�K

�
�2� . �8�

In a numerical calculation on a finite sample, one should
have the relation L� lb; thus � should be not too small. On
the other hand, one should also be sufficiently far from the
percolation limit, �=1 /2, in order to get rid of crossover
effects. This means that the optimal choice of � is a result of
a compromise, which in our case seems to be around �
=5 /12, when the typical breaking-up length is about lb

14. Most of our studies are made for this value, but in
order to check universality, i.e., disorder independence of the
results, we have also made a few calculations for �=21 /48.

Calculation of the optimal diagram for a given realization
of disorder is a nontrivial optimization problem, for which a
very efficient combinatorial optimization algorithm has been
developed �40�, which works in strongly polynomial time.
Application of this method made it possible to obtain the
exact optimal diagram for comparatively large finite systems.
In order to have an effective strip geometry, we have consid-
ered lattices of rectangular shape with an aspect ratio of 4.
The strips have open boundaries along the long direction and
a periodic boundary condition was used in the other direc-
tion. We mention that the same geometry has been used be-
fore for percolation, too �14�. The width of the lattices we
considered are from L=32 up to 256 �i.e., the largest systems
contained 262 144 sites� and for each size we have consid-
ered 1000 samples, except for L=64 and 128, when we had
1509 and 2128 samples, respectively. These calculations
were performed on a cluster of 16 quadricore processors dur-
ing more than a month.

B. Densities of critical clusters

We start to study the density of crossing clusters, �b�l /L�,
the scaling form of which is conjectured in Eq. �1� for con-
formally invariant systems. For the RBPM the numerically
calculated normalized densities �b�l /L� for different widths
are shown in Fig. 2. The data for different widths fit the same
curve and the finite breaking-up length lb seems to have only
a small effect.

In the surface region l�L but l� lb, one expects from
scaling theory �b�l�
 lxs−xb, which is in accordance with the
limiting behavior of the conformal prediction in Eq. �1�. In
Fig. 3 we have presented �b�l� in a log-log plot in the surface
region for the largest finite system. Indeed, for l� lb the
points are well on a straight line, the slope of which is com-
patible with the conjectured value: xs−xb=0.309. We have
also estimated the asymptotic slope of the curve by drawing
a straight line through the points in a window �lb+ l /2, lb
+3l /2� by a least squares fit. Fixing lb=15, the estimates

FIG. 1. �Color online� Optimal diagrams of the RBPM for three
realizations of the disorder of different strengths. Bottom panel, �
=1 /2, standard bond percolation; middle panel, �=5 /12; top panel,
�=4 /12. We have used different colors �gray scales� to visualize
the different types of clusters in the optimal diagram: spanning
clusters �black�, clusters that touch only the upper �lower� boundary
of the strip �red �green��, and clusters that have no common points
with the boundary �yellow�. Note that the breaking-up length is
increasing with decreasing �.
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with varying l seem to have a
 l2 correction �see the inset of
Fig. 3� and the extrapolated slope is xs−xb=0.303�8�, in
agreement with the conjectured values in Eq. �4�.

We have also checked the conjectured form of the profile
in Eq. �1� using the scaling exponents in Eq. �4�, which in-
deed fits very well the scaling curve for the RBPM for the
whole profile. We have also calculated the ratio of the simu-
lation to the theoretical results. In this case, following Ref.
�14�, for the theoretical curve we used the variable

y = �l + a�/�L + 2a� , �9�

in which a=O�1� is a free parameter, which measures the
effective position of the boundary in the lattice model. By

varying a from 0 to −1 one obtains a better fit in the bound-
ary region, but at the same time the bulk part of the profile
remains practically unchanged. As seen in the inset of Fig. 2,
in the bulk part of the profile the nonsystematic fluctuation of
the ratio around unity is typically 1–2%. Here we have made
a consistency check, which is somewhat analogous to the �2

test of the distribution of random numbers. We have calcu-
lated

z2 = �
l

��b�l/L� − �̃b�l/L��2

�̃b�l/L�
, �10�

where �b�l /L� is the calculated �average� value and �̃b�l /L�
denotes the conjectured result. Indeed z2 is smaller for
a=−0.5 and −1.0 than for a=0.

Second, we consider the density of those clusters which
are touching one boundary of the strip, �0�l /L�, the scaling
form of which is conjectured in Eq. �2�. This density is
analogous to the order parameter profile in the system with
fixed-free boundary conditions �19,20�. The numerically cal-
culated densities are shown in Fig. 4 for different widths.
The profiles at the fixed boundary, y=0, are perturbed by
surface effects, which are due to the presence of the finite
breaking-up length. Indeed, in terms of the scaled variable
y= l /L, the size of the perturbed surface region, ỹL, is a de-
creasing function of L. On the other hand, at the free bound-
ary y=1, where the profiles are not perturbed by the fixed
surface, the densities approach the same scaling curve, which
in the vicinity of the boundary behaves as �0�y�

�1−y�xs−xb. Comparing the scaling curve with the confor-
mal prediction in Eq. �2�, we obtain an overall good agree-
ment for 1�y�0.5. In the region y
0.5, where the finite-
size profiles deviate more strongly from each other, we used
an extrapolation procedure. At a fixed y we have plotted
�0�y� as a function of 1 /L and from this we have estimated
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FIG. 2. �Color online� Normalized density profiles �b�l /L� of
the RBPM for different widths. The error bars are smaller than the
size of the symbols. The dashed line indicates the conformal result
in Eq. �1� with the conjectured exponents in Eq. �4� and with the
boundary parameter a=0 in Eq. �9�. In the inset the ratio of simu-
lation to theoretical results is presented for L=256 and for two
different boundary parameters a=−0.5 and −1.0 �see Eq. �9��. The
consistency test in Eq. �10� gives z2=0.112 �a=0.0�, z2=0.066 �a
=−0.5�, and z2=0.061 �a=−1.0�.
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has a slope xs−xb=0.309. Inset: estimates of the slope using differ-
ent windows of the fit; see the text. Here the full �red� line indicates
a parabolic fit.
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FIG. 4. �Color online� Density profiles �0�l /L� of the RBPM for
different widths which approach the same scaling curve at the free
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squares. The dashed line indicates the conformal result in Eq. �2�
with the conjectured exponents in Eq. �4�. Inset: density profiles
�e�l /L� for different widths.

KARSAI et al. PHYSICAL REVIEW E 78, 061109 �2008�

061109-4



the value of the scaled curve as L→�. With this method we
have obtained estimates in the region y�0.2, which are in
agreement with the conformal result as seen in Fig. 4.

Turning back to the finite-size dependence of the densities
at the fixed surface y=0, we note that in the continuum limit
lb� l�L, the scaling form of the density is described by the
result of Fisher and de Gennes �48�: �0�l�
 l−xb. However, on
approaching the breaking-up length lb, the increase of the
profile is stopped and for l
 lb �0�l� starts to decrease. This
is due to the structure of the connected clusters close to the
surface. As seen in Fig. 1 the number of touching sites in a
cluster is comparatively smaller for the RBPM with �

1 /2 �top and middle panels of Fig. 1� than for percolation
with �=1 /2 �bottom panel of Fig. 1�. Also, for finite widths
the small and medium-size touching clusters are rarely rep-
resented for the RBPM. As l approaches the other, free side
of the strip, the crossing clusters start to bring the dominant
contribution to the density �0�l /L�, which is then well de-
scribed by the conformal formula.

Finally, we consider the density of points in clusters that
are touching the boundary either at l=1 or at l=L or both,
which is denoted by �e�l /L�, and the conjectured conformal
formula is given in Eq. �3�. This density is analogous to the
order parameter profile with parallel fixed spin boundary
conditions �15�.

For the RBPM this density is strongly perturbed by the
finite breaking-up length at both boundaries, as can be seen
in the inset of Fig. 4. In this case we did not try to perform an
extrapolation, and conclude that even larger finite systems
would be necessary to test the conformal predictions in a
direct calculation. In order to try to test the result in Eq. �3�,
we studied another density which is defined on crossing clus-
ters, so that one expects it to be represented correctly in
smaller systems, too. Here we define a density �e

line�l /L� in
crossing clusters and consider points only on vertical lines
such that at both ends of the given line the cluster touches
the boundaries. Since �e

line�l /L� is related to the operator pro-
file with fixed-fixed boundary conditions, we expect that it
has the same scaling form as the previously defined density
�e�l /L�. In Fig. 5 we show the calculated densities for the
RBPM, which is compared with the analytical prediction in
Eq. �3�. A similar analysis for percolation is shown in the
inset of Fig. 5. In both cases we found that the numerical and
analytical results for this type of profile are in satisfactory
agreement, although the statistics of the numerical data is
somewhat low, since just a fraction of 
L−2xs 
L−1 lines can
be used in this analysis. �The nonsystematic fluctuation of
the numerical data is less than 1% for percolation and about
3% for the RBPM.�

We can thus conclude that all the critical densities we
considered for the RBPM are found in agreement with the
conformal predictions in Eqs. �1�–�3�, in which we have used
the scaling dimensions of the RBPM in Eq. �4�. From an
analysis of the profile �b�l� close to the boundary we have
obtained an accurate estimate of the critical exponent xs−xb,
giving further support to the conjecture in Eq. �4�.

III. FINAL CLUSTERS IN THE RTFIC

A. Model

The random transverse-field Ising chain is defined by the
Hamiltonian

Ĥ = − �
i

Ji�i
x�i+1

x − �
i

hi�i
z �11�

in terms of the Pauli matrices �i
x,z at site i. The couplings Ji

and the transverse fields hi are independent random numbers
which are taken from the distributions p�J� and q�h�, respec-
tively. The critical point of the system is located at �ln h�av
= �ln J�av, where we use the notation �¯�av to indicate the
average over quenched disorder.

We note that the RTFIC is the Hamiltonian version �49� of
the McCoy-Wu model �33�, which is a 2D Ising model with
layered disorder. In the ith layer of this model the couplings
in the vertical and horizontal directions are given by K1�i�
and K2�i�, respectively, which are related to the parameters
of the RTFIC as hi=−�−1 tanh−1 exp�−2K1�i�� and Ji
=−�−1K2�i�, where in the Hamiltonian limit �→0.

B. SDRG method

The RTFIC can be efficiently studied within the frame of
a renormalization group approach �35,50�, which is expected
to lead to asymptotically exact results �34�. The basic feature
of this procedure is to successively eliminate those degrees
of freedom that have the largest local energy scale and thus
represent the fastest local mode. At a given step of the renor-
malization, the global energy scale is defined by �
=max�Ji ,hi�, and the local term of value � is eliminated
from the Hamiltonian. Here we have two different elemen-
tary renormalization steps: cluster formation and cluster
decimation.

(i) Cluster formation. If the largest local parameter is a
coupling, say J2�h2 ,h3 �h2 and h3 being the transverse
fields acting at the two ends of J2�, then a new spin cluster is

formed in an effective transverse field h̃23�h2h3 /J2, which
is calculated in a second-order perturbational calculation.
The moment of the new cluster is given by �̃23=�2+�3, in
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FIG. 5. �Color online� Density profile along a vertical line with
two touching boundary points, �e

line�l /L�, for the RBPM for L
=256. The solid �red� curve indicates the conformal result in Eq. �3�
with the conjectured exponents in Eq. �4�. In the inset the same
quantity is shown for percolation. Here in the analytical formula in
Eq. �3� we use xb=5 /48 and xs=1 /3. In both figures the boundary
parameter in Eq. �9� is a=0.
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terms of the moments of the original clusters, �2 and �3. In
the starting Hamiltonian all spins have the same moment of
unity.

(ii) Cluster decimation. If the largest local parameter is a
transverse field, say h2�J2 ,J3 �J2 and J3 being the couplings
which are connected to the site with h2�, then the spin cluster

is decimated out and an effective coupling J̃23�J2J3 /h2 is
formed between the remaining sites. If the decimated spin is
at the boundary of an open chain no new couplings are
formed.

During renormalization, we repeat the elementary deci-
mation steps, which at the starting period are only approxi-
mate �since the relations J2�h2 ,h3 or h2�J2 ,J3 are not al-
ways satisfied�, but as the energy scale is reduced and the
fixed point �*=0 is approached �which is valid in the ther-
modynamic limit�, they become asymptotically exact. At this
infinite-disorder fixed point the renormalization group equa-
tions can be solved analytically. The length scale of the clus-
ters �and bonds�, defined by the linear size of the original
region which is renormalized to the new variable, is shown
�34� to scale as

� 
 ln��/�0�2, �12�

where �0 is a reference energy scale. On the other hand the
average cluster moment behaves as �34�

� 
 ln��/�0��, � =
1 + �5

2
. �13�

Note that the average magnetization at the critical point be-
haves as m���
� /�
�−xb as lengths are rescaled by a fac-
tor �, and xb=1−� /2 is just the scaling dimension intro-
duced in Eq. �4�.

C. Densities of critical clusters

Here we consider finite chains of length L, for which the
decimation procedure is stopped after L−1 steps and we are
left with a single renormalized site. This renormalized site
can be represented in terms of the original spins, among
which several are decimated out and there are some which
are still active; these active spins form the so-called final
cluster. The typical moment of this final cluster �i.e., the
number of active spins� is ��L�
L�/2. Sites in the final clus-
ter are very strongly correlated, and we can ask questions
about the density of sites in the final cluster, i.e., about the
probability that a given site is contained in a final cluster.
The structure of spins in the final clusters is illustrated in Fig.
6. Note that the final cluster in the 1D space is disconnected,
and the correlations are of quantum origin, so that spins in
the final cluster flip coherently in time. Densities of critical
clusters in the RTFIC are studied numerically. We have con-
sidered a large number �3�107� of chains of length L=213

=8192 with open boundary conditions. We used the same
type of uniform disorder, p�J�=q�h�=1, for 0
J, h
1 and
p�J�=q�h�=0, for J, h�1, for both the couplings and the
transverse fields; in this way we have satisfied the criticality
condition. The strong-disorder renormalization procedure is
performed for each chain up to the final renormalized spin,

and then the statistics of the sites belonging to the final clus-
ters are investigated.

We have studied the density of three different classes of
clusters, which have somewhat analogous definitions to the
clusters studied for the RBPM. In terms of all final clusters
�see the top panel of Fig. 6� we define �̂�l /L�. If we consider
those final clusters which have the boundary point l=1 �see
the middle panel of Fig. 6� we obtain �̂0�l /L�. Finally, if the
clusters contain both boundary points l=1 and L �see the
bottom panel of Fig. 6� we define �̂01�l /L�. We note that for
these densities no analytical conjecture is available, since the
system is not conformally invariant.

The density of all final clusters is shown in Fig. 7. First
we note that close to the boundaries the behavior of the pro-
file is predicted by scaling theory as �̂�y�
yxs−xb, y�1, or
�̂���
�xs−xb, ��L. This relation is indeed satisfied as shown
in inset �a� of Fig. 7. From this inset we can see that the
microscopic length scale of the model, lm, is just a few lattice
spacings and for l� lm the calculated profile is well described
by the asymptotic scaling result. The scaling result is valid
for the formula in Eq. �1� with the appropriate scaling dimen-

FIG. 6. �Color online� Examples of final clusters in the RTFIC
for L=64. Nondecimated �i.e., active� spins in the final cluster are
denoted by black squares. Top panel, final cluster in general posi-
tion; middle panel, final cluster containing the boundary spin at �
=1; bottom panel, final cluster containing both boundary spins at
�=1 and at �=L.
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FIG. 7. �Color online� Density profile of the RTFIC considering
all final clusters of the SDRG procedure. The dashed �blue� line
indicates the formula in Eq. �1�. Insets: �a� Density profile close to
the surface in a log-log plot. The straight �black� line has a slope
xs−xb=0.309. �b� Ratio of the numerical results and the formula in
Eq. �1�. The parameter in Eq. �9� is a=0 �red cross� and a−1 �blue
circle�.
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sions; therefore we tried to compare it with the numerical
results. As seen in Fig. 7, the agreement is very good for all
values of y. To have a more precise check, in inset �b� of Fig.
7 we have presented the ratio of the numerical results and the
formula in Eq. �1�. Here one can notice small deviations
from unity, which are of the order of 1%. Consequently, the
formula in Eq. �1� is a very good fit; however, presumably it
is not exact.

The density of final clusters which contain the boundary
site at l=1 is shown in Fig. 8. From scaling theory one
knows the behavior of the profile close to the boundaries:
�̂0�y�
�y�−xb, y�1 �or �̂0���
���−xb, ��L� and �̂0�y�
�1
−y�xs−xb, 1−y�1 �or �̂0�L−��
�L−��xs−xb, L−��L�, re-
spectively. This behavior is indeed found in the numerically
calculated profile as seen in the inset of Fig. 8. The asymp-
totics mentioned above is valid for the formula in Eq. �2�. We
tried to fit the numerical results with this formula �with the
appropriate scaling dimensions�; however, the weight of the
tail at y
1 given by this formula is too large, by about a
factor of 2. Much better agreement with the data can be
obtained with the formula

�̂0�y� � �sin �y�−xb��cos
�y

2
�xs

− �sin
�y

2
�xs

+ 1� ,

�14�

which is just the average of the density of clusters which
touch one boundary and may and may not touch the other
boundary. As seen in Fig. 8, the analytical and numerical
results are close to each other for all y, although the agree-
ment is certainly not perfect.

Finally we consider those final clusters that touch both
boundaries. The corresponding density �̂01�y� is similar to
the order parameter profile with fixed-fixed boundary condi-
tion and its functional form for percolation is given in Eq.
�3�. The numerically calculated profile is given in Fig. 9.

Here the comparatively large fluctuations of the data points
are due to the fact that only a fraction 
L−2xs 
L−1 of the
samples have a final cluster which touches both boundaries.
We have compared the calculated profile with the analytical
formula in Eq. �3� using xb from Eq. �4�. The agreement is
generally very good, but not fully perfect. Small deviations
of the order of a few percent can be observed �see the inset
of Fig. 9�.

IV. DISCUSSION

In this paper, we have studied the density of critical clus-
ters in two models the critical properties of which are domi-
nated by disorder effects. Our study is motivated by a recent
investigation about ordinary percolation in Ref. �14� in
which the densities are calculated in the continuum approxi-
mation through conformal invariance. Here we have sug-
gested the generalization of these analytical results for an-
other conformally invariant systems in Eqs. �1�–�3�. To test
these predictions we have studied numerically the density of
FK clusters in infinite strips of the two-dimensional random
bond Potts model in the large-q limit. This model is expected
to be conformally invariant, which means that average quan-
tities that are related to FK clusters �such as correlation func-
tion and magnetization densities� are invariant under confor-
mal transformations.

In the actual calculation we have calculated the density of
points of different type of clusters �crossing clusters, clusters
which touch one boundary of the strip, etc.� in analogy with
a related study of percolation in �14�. The densities close to
free surfaces are well described by scaling predictions, and
from this analysis accurate estimate of the critical exponent
xs−xb is obtained in agreement with the conjecture in Eq.
�4�. As far as the full profiles are considered, they are well
described by the conformal continuum predictions at least
for lengths which are larger than the breaking-up length lb.
Consequently, our study has given support to the possible
validity of the conjectured results.
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The second model we considered is the RTFIC, which is a
quantum spin chain with quenched disorder and its fixed
point is expected to control the critical behavior of a large
class of 2D classical systems with anisotropic randomness.
Examples are the Ising model and the �directed� percolation
with layered disorder. In these systems scaling at the critical
point is strongly anisotropic; therefore these systems are not
conformally invariant. The RTFIC is studied by the strong-
disorder RG method: a finite chain is decimated until a renor-
malized site, which in terms of the original variables con-
tains some nondecimated sites, which are used to define the
final cluster. We have analyzed the density of final clusters,
which is shown to obey scaling relations close to the surfaces
of the strip. We also tried to find analytical formulas that
correctly approximate the numerical profiles. These formu-
las, which are borrowed from similar studies of conformal
systems, have a very good description overall, but they are
not fully perfect. We have noticed a discrepancy of the order
of a few percent.

Our investigations can be extended in different directions.
For 2D classical systems one can study the density of FK

clusters in the q-state Potts model, both without disorder �for
q
4� and in the presence of disorder �for general values of
q�, and one can consider other types of geometries �semi-
infinite strip, square, etc.� as well. One can also study the
density of geometrical clusters in the 2D random field Ising
model �51,52�. For the random transverse-field Ising model,
one possibility is to investigate the distribution of final clus-
ters in a 2D strip.
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